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Abstract—Reducing the power consumption of packet switches
is becoming increasingly significant to future networks. However,
previous research all focused on reducing power in crossbar-based
switches, which is either complex or not effective, especially in
some extreme cases. This paper proposes to leverage the dynamic
voltage and frequency scaling (DVFS) technique in the buffered
crossbar-based switches, which is more flexible and simple. The
basic idea is to decrease the working frequencies of the crosspoint
buffers while still preserving the maximum throughput and the
satisfactory delay. Traffic estimators are used at the input and
output ports to estimate the traffic arrival rates, based on which
the power controller can adjust the working frequencies of the
crosspoint buffers at a fine-grained level. Simulation results show
that the scheme is effective.

I. INTRODUCTION

Power consumption of IT infrastructure is becoming an
increasingly serious problem. It is reported that the annual
electricity consumed by networking devices in the U.S. is 6.06
Terra Watt hours, or 1 billion US dollars, in 2003 [1], and
is quickly increasing. Hence, reducing the unnecessary power
consumption in network devices has its economic, environmen-
tal and marketing significance.

Power management techniques were proposed to match the
power consumption to the actual system workloads. When
workloads are low, some components of the system are slowed
down or put into sleep mode or even turned off. Turning
a device off and on incurs a significant overhead, thus, the
frequency scaling approach is usually preferred. Such tech-
niques have been successfully applied to microprocessors and
hard disk drives [2–4] in the servers. However, only limited
efforts were devoted to the core of networks, i.e., packet
switches/routers, whose power consumption is rapidly increas-
ing, given the ever-growing data rate and traffic demands.

Most of the switches are designed to run at fully utilization
to support the worst-case traffic conditions. Even when a switch
is lightly loaded, it still runs at the highest frequency and
consumes the maximum power. However, Internet traffic varies
largely. The real utilization is only around 30∼50% [5]. If
the switches/routers are still running at the maximum rate all
the time, then a large amount of unnecessary power will be
wasted. Even worse, the scalability and the stability of the

This research is partially supported by HKUST Research Grants Council
(RGC) under the grant number 613113.

switches/routers are restricted due to the significant heat gener-
ated, especially from the switch fabric chips. Moreover, as the
traffic rate or the size of a switch increases, the cooling system
is becoming more and more difficult to design, which in turn
limits the scalability and performance of the switches. Thus, it
is critical to reduce this thermal dissipation “bottleneck”, and
to reduce the on-chip power consumption of the switch fabric.

Dynamic voltage and frequency scaling (DVFS) [6] is a well-
known technique to limit the power consumption of electronic
devices. Its idea is to jointly lower the power-supply voltage
and the peak signal frequency of a device when the offered
workload is low. However, most of the existing works all try
to apply the DVFS scheme to the crossbar-based input-queued
(IQ) switches. In this work, we propose to exploit the DVFS
technique for the buffered crossbar used in combined input-
crosspoint queued (CICQ) switches to reduce the unnecessary
power consumption when the traffic load is low. Compared with
the IQ switches or other types of switches, the CICQ switch has
some exclusive advantages when using the DVFS scheme. First,
the CICQ switches possess the close-to-optimal delay perfor-
mance with just very simple scheduling algorithms [7]. Thus,
even we reduce the switching frequency; they can still provide
better delay performance than IQ switches do. The performance
can be further improved by using larger crosspoint buffers
(CPBs) if necessary. Second, the scheduling is distributed and
no central controller is required. Thus, the implementation
complexity of the scheduler and the power controller is lower.
Finally, the frequency scaling of each port is independent. Thus,
the ports can adjust the frequencies individually, when the
traffic is unbalanced among the ports. Moreover, the input and
output frequency scaling is also independent. Therefore, the
CPBs can work in different clock domains to allow the low-
complexity fine-grain power control. These two features make
the fine-grain DVFS scheme possible. However, the crossbar
and buffered crossbar use different devices internally, thus,
their power consumption is not directly comparable. And we
are not comparing the power consumption of these two types
of switches in this paper; instead, we show that the power
control in the CICQ switches are finer-grained, simpler and
more effective than in IQ switches.

There are static and dynamic power consumptions in a
buffered crossbar. Reducing the static power consumption can
be done at the circuit level, which is out of the scope of
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this paper. In this work, we try to reduce the dynamic power
consumption by adjusting the working frequencies of the CPBs
in a buffered crossbar, according to the estimated traffic loads.
This power reduction is at the cost of the increased packet
delay, but without sacrificing throughput. However, with the
appropriate control, we maintain the delay performance at a
satisfactory level.

The rest of this paper is organized as follows. Section II
briefly summarizes the related work on the power control of
packet switches. Section III introduces the system model for
the power control of the CICQ switch. Section IV proposes the
fine-grain power control. In Section V, we evaluate the per-
formance of the proposed power control through simulations.
Section VI draws conclusions.

II. RELATED WORKS

Several previous efforts have been devoted to applying the
DVFS scheme to IQ switches. Reference [8] assumes linear
power and convex delay costs, and then formulates the schedul-
ing problem in terms of a constrained, convex program. In [9],
the authors extend the linear model to the quadratic energy and
backlog costs and then employ the theory of linear-quadratic
controls to derive optimal service levels for power controls
in a switch. However, the methods in these two references
are only suitable for specific power and delay cost models.
Reference [10] takes cost input data in a tabular form, so that
no specific cost model is assumed. However, the scheduler
should calculate the transmission rate in a packet basis by
solving a complex dynamic programming problem, which is
infeasible for high-speed or large-scale switches. Moreover, the
packet-level voltage and rate adjustment incurs a non-negligible
overhead due to the reset time. Reference [11] considers
an ideal switch model where the traffic matrix is known in
advance, and uses the dynamic programming to calculate the
optimal frequencies of the crosspoints to minimize the power
consumption while still retaining the maximum throughput.
However, the work is not practical and does not take delay
into consideration. In [12], the authors improve the previous
work to consider delay performance. To reduce the complexity,
the authors use a periodic chip-level single voltage/frequency
adjustment. However, that adjustment is not optimal when the
traffic is unbalanced among the different ports.

The problem of the existing works is that they all concen-
trated on applying the DVFS scheme to the IQ switches. The
strict constraints on IQ scheduling make the DVFS scheme
either very complex, if each corsspoint should use a different
voltage control, or not effective on power optimization, if only a
single voltage/frequency is used for the whole crossbar chip. In
this paper, we present the work that applies the DVFS scheme
to CICQ switches, which is based on the buffered crossbar.
By taking advantage of the flexible features of the buffered
crossbar, the DVFS scheme can be made finer-grained, simpler
and more effective.
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Fig. 1. The architecture for power control in a CICQ switch

III. SYSTEM MODEL

A. The switch architecture

We consider a packet switch that handles only fixed-size
packets internally. The variable-size packets are first segmented
into fixed-size cells at the input ports, and then reassembled
at the output ports. An N × N CICQ switch uses a buffered
crossbar with N input ports and N output ports as its switch
fabric. The buffered crossbar is a variant of the crossbar by
adding a small crosspoint buffer (CPB) at each crosspoint,
which can store at most B cells. Most of the arrived cells
are stored in the buffers in ingress line cards (ILCs). The
input buffers are organized into virtual output queues (VOQs),
each temporarily storing the cells from the input port to a
distinct output port. Shown in Fig. 1 is a 3× 3 CICQ switch,
which has 9 CPBs. The scheduling in the CICQ switch can be
divided into the input arbitration and the output arbitration. In
each scheduling cycle, the input arbiter chooses a VOQ whose
corresponding CPB is not full; while the output arbiter chooses
a non-empty CPB. A scheduling cycle is one time slot, if the
working frequency is not scaled.

Let ai,j(n) be the cumulative number of packets that have
arrived from input port i and destined for the output port
j during time slots [0, n], with ai,j(0) = 0. Suppose that
the arrival process {ai,j(·), i, j = 1, 2, · · · , N} obeys the
strong law of large numbers (SLLN), i.e., with probability 1,
limn→∞

ai,j(n)
n = λi,j , where i, j = 1, 2, · · · , N . λi,j is then

called the arrival rate at VOQi,j , and the matrix Λ = [λi,j ]N×N
is usually named the arrival rate matrix or traffic matrix. Traffic
matrix Λ is said to be admissible, if it satisfies

λi,Σ =

N∑
j=1

λi,j ≤ 1,∀i;λΣ,j =

N∑
i=1

λi,j ≤ 1,∀j.

An exclusive feature of the buffered crossbar is that the input
arbitration and output arbitration can work with different rates.
For example, in Fig. 1, the rate of writing packets into CPB1,1

is rin
1,1, while the rate of reading packets from CPB1,1 is rout

1,1.
Furthermore, each input and output port can work on its own
frequency according to its traffic load. This feature is vitally
important, which allows us to have a fine-grain control of
the voltage and frequency of CPBs to optimize the power
consumption.
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B. The power consumption in a buffered crossbar

It is shown in [11, 13] that the on-chip dynamic power
consumption when transferring packets (actually bit streams)
across the CMOS gates at the crosspoint (i, j) of a switch
fabric is proportional to ri,jV

2
i,j , where Vi,j is the operating

voltage supplied to crosspoint (i, j) and the ri,j is the packet
transferring speed. However, in buffered crossbars, a packet
should cross two levels of gates in the fabric; one is for writing
the packet into the CPB, and the other is for reading the packet
out. Thus, the dynamic power consumption of the crosspoint
(i, j) in a buffered crossbar can be divided into two parts: input
power P in

i,j ∝ rin
i,jV

in
i,j

2 and output power P out
i,j ∝ rout

i,jV
out
i,j

2.
It has been stated clearly in [14] that due to the delay

needed to switch from one logic state to another, the allowed
operating rate ri,j is proportional to the supplied operating
voltage Vi,j . However, in most of the current switch designs, the
COMS gates of the crosspoints always run at their maximum
rate, rmax, which is often normalized to one packet per time
slot. This also requires the maximum operating voltage, Vmax.
With the DVFS technique, we can jointly reduce Vi,j and ri,j ,
when the offered traffic load through the crosspoint (i, j) is
low, to save the unnecessary power. Reference [11] defined an
expansion factor, αi,j , to describe the voltage reduction, i.e.,
αi,j = Vmax

Vi,j
. Since ri,j ∝ Vi,j , the packet transmission speed

through crosspoint (i, j) is also slowed down by a factor of αi,j ,
i.e., ri,j = rmax

αi,j
. In other words, the packet transmission time

through crosspoint (i, j) is prolonged by a factor of αi,j , or
the traffic load through the crosspoint is increased from λi,j to
αi,jλi,j However, constrained by the technology, the operating
voltage Vi,j could not be too low. In the extreme cases, the
maximum expansion factor could be αmax = 3 [6]. Thus, the
DVFS scheme is constrained by 1 ≤ αi,j ≤ 3.

For a buffered crossbar-based switch, under some traffic load
Λ, to avoid overload, it is necessary to limit the expansion
factors at the crosspoints so that

N∑
k=1

αin
i,kλi,k ≤ 1, ∀i;

N∑
k=1

αout
k,jλk,j ≤ 1,∀j.

The power consumptions of CPBi,j of a buffered crossbar
are

P in
i,j ∝ λi,jV in

i,j

2
= λi,j

(
Vmax

αin
i,j

)2

∝ λi,j

αin
i,j

2 ,

P out
i,j ∝ λi,jV out

i,j
2

= λi,j

(
Vmax

αout
i,j

)2

∝ λi,j

αout
i,j

2 .

Then, the total power consumption of the buffered crossbar

P in =

N∑
i=1

N∑
j=1

P in
i,j ∝ f in(αin) =

N∑
i=1

N∑
i=1

λi,j

αin
i,j

2 ,

P out =

N∑
i=1

N∑
j=1

P out
i,j ∝ f out(αout) =

N∑
i=1

N∑
i=1

λi,j

αout
i,j

2 .

Since the input arbitration and output arbitration are inde-
pendent in a buffered crossbar, the problem of minimizing
the power consumption becomes that given the traffic Λ, find
feasible αin = [αin

i,j ]N×N and αout = [αout
i,j ]N×N that can

minimize f in(αin) and f out(αout), respectively, i.e.,

min
αin
i,j

N∑
i=1

N∑
j=1

λi,j

αini,j
2 , subject to{∑N

j=1 α
in
i,jλi,j ≤ 1,∀i = 1, 2, · · · , N ;

1 ≤ αin
i,j ≤ 3;

min
αout
i,j

N∑
i=1

N∑
j=1

λi,j

αouti,j
2 , subject to{∑N

i=1 α
out
i,jλi,j ≤ 1,∀j = 1, 2, · · · , N ;

1 ≤ αout
i,j ≤ 3.

IV. FINE-GRAIN POWER CONTROL FOR CICQ SWITCHES

The basic idea of DVFS is to reduce the packet transmission
rate of each crosspoint when the traffic load is low. However,
the changing of the voltage and transmission rate takes time.
When the transition is going on, the crosspoint will experience
a temporary reset time treset, during which no packet can be
transmitted. If we consider the on-chip voltage regulator, then
the temporary reset time can be controlled in about several tens
of nanoseconds [3]. Given the 10 Gbps line rate and 64 bytes
packet size, each time slot is about 51.2 ns. If we adjust the
voltage every time slot, then the voltage transition overhead
will be too large. The problem can be solved by enlarging
the voltage adjustment period, w, to w � treset For example,
when w = 1000 time slots, the adjustment period will be about
50 µs, which makes the reset time negligible. Furthermore,
we only adjust the voltage between packet transmissions in
order not to interrupt the transmitting packets. Thanks to the
independent feature of the buffered crossbar, which makes the
fine-grain adjustment easy to implement. We estimate traffic
rate periodically, and adjust the voltage and transmission rates
of the CPBs according to the estimated traffic rates in the
previous period.

The power consumption of the buffered crossbar is measured
during each voltage adjustment period, w. We first measure the
actual rates of writing packets into CPBs and reading packets
out of CPBs during the k-th period as r̂in

i,j(k) and r̂out
i,j (k),

respectively. Then, the power consumed in the period k is
calculated as

P (k) =

N∑
i=1

N∑
j=1

r̂in
i,j(k)

αin
i,j

2
(k)

+

N∑
i=1

N∑
j=1

r̂out
i,j(k)

αout
i,j

2(k)
,

The average power consumption after m periods is

P̄ (m) =
1

m

m∑
k=1

P (k).

Although we could adjust the voltage/frequency of each
crosspoint individually, it is complex to implement and a large
number of regulators are required. Instead, to simplify the
voltage adjustment, we use a port-level adjustment. To adjust
the expansion factor of each input port and each output port
independently, we measure the arrival rate to each input port
and to each output port during period k as ρ̂i,Σ(k) and ρ̂Σ,j(k),
respectively. However, these rates are measured during a single
period. If the traffic rate varies frequently, then the instant
rates will be inaccurate. We use the widely applied exponential
weighted moving average (EWMA) [15] to estimate the smooth
average traffic rates to input ports and output ports:

λ̂i,Σ(k) = βρ̂i,Σ(k) + (1− β)λ̂i,Σ(k − 1);
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λ̂Σ,j(k) = βρ̂Σ,j(k) + (1− β)λ̂Σ,j(k − 1),

where 0 < β < 1 is usually called the weight factor and should
be small enough to filer the noises introduced by abrupt traffic
changes during only a few periods. These estimated arrival rates
are then used to adjust the voltages and the transmission rates
of the crosspoints in the next period.

We choose an appropriate αin
i (k) for each input port and

αout
j (k) for each output port according to the estimated traffic

rates. Then, all the CPBs connected to input port i share the
same expansion factor αin

i (k) during period k when writing
packets into the CPBs. Similarly, all the CPBs connected to
output port j share the same expansion factor αout

j (k) during
period k when reading packets out of the CPBs.

It is shown that the expansion factor for a single queue,
α = 1

λ can achieve the maximum throughput [16], where λ is
the arrival rate to the queue and α is the expansion factor.
This result is verified in [11] for IQ switches. However, if
we always choose such an expansion factor, then the queue
length will grow infinitely, leading to large delay. In [16], the
authors proposed a “fixed utilization” for a single queue system
to control the backlog. In this paper, we adopt a similar idea
to set a “safety margin” for the expansion factor, i.e., α = s

λ ,
where s is the safety margin factor. To ensure that α ≤ αmax,
we set a minimum threshold, λmin <

s
αmax

. When the measured
load λ̂ < λmin, we always choose αmax. On the other hand,
when the traffic is high, the expansion factor might be less than
1, i.e., sλ < 1, which this is not possible in reality. In this case,
we set a maximum threshold, λmax ≤ s. When λ̂ > λmax,we
set α = 1. And the constant safety margin DVFS algorithm
is shown in Alg. 1 and Alg. 2 for the input ports and output
ports, respectively.

Algorithm 1 DVFS for input transmission in period k
for each input port i:

if duration w has passed since (k − 1)-th period
&& the current packet has finished transmission:

Estimate the traffic arrival rate to input port i, λ̂i,Σ(k).
if λ̂i,Σ(k) < λmin:
αin
i,j(k) = αmax,∀j = 1, 2, · · · , N ;

else if λmin ≤ λ̂i,Σ(k) < λmax:
αin
i,j(k) = s

λ̂i,Σ(k)
,∀j = 1, 2, · · · , N ;

else
αin
i,j(k) = 1,∀j = 1, 2, · · · , N .

Adjust the input transmission rate and voltage of the CPBs
connected to input port i during period k according to the
αin
i,j(k).

Through simulations, as shown in Section V, we found that
when the offered load is between λmin and λmax, the average
delay decreases as the traffic load increases. However, if the
DVFS is not used, the average delay should increase as the
load increases. That means that the power-saving scheme is
not efficient; otherwise, we could have saved more power by
sacrificing a little bit more delay performance. Thus, we fix the
expansion factor adjustment equation a little. Instead of using

Algorithm 2 DVFS for output transmission in period k
for each output port j:

if duration w has passed since (k − 1)-th period
&& the current packet has finished transmission:

Estimate the traffic arrival rate to output port j, λ̂Σ,j(k).
if λ̂Σ,j(k) < λmin:
αout
i,j(k) = αmax,∀i = 1, 2, · · · , N ;

else if λmin ≤ λ̂Σ,j(k) < λmax:
αout
i,j(k) = s

λ̂Σ(k),j
,∀i = 1, 2, · · · , N ;

else
αout
i,j(k) = 1,∀i = 1, 2, · · · , N .

Adjust the output transmission rate and voltage of the
CPBs connected to output port j during period k according
to the αout

i,j(k).

a constant safety factor, s, we adopt a dynamic safety factor,
which increases proportionally as the traffic load increases:

s(k) = g + (1− g)
λ̂(k)− λmin

λmax − λmin
,

where g ≤ λmax is the initial safety factor. The final safety
factor, s(k), is now increasing slowly as the load increases,
and the amount it increased is proportional to the difference
between the current estimated load and the minimum threshold.
This makes the rate and voltage adjustment smoother. In the
next section, we will show that the delay between λmin and
λmax now stays at almost the same level while the offered load
increases, which is reasonable for real uses; however, it leads
to higher power efficiency.

V. PERFORMANCE EVALUATION

In this section, we evaluate the effectiveness of the DVFS
scheme in a CICQ switch using our switch simulation platform
built on network simulator 3 (NS-3) [17]. The DVFS scheme
can be used with any proposed CICQ scheduling algorithm. In
the simulations, we choose the LQF-RR algorithm [18] because
of its simplicity and good performance. Note that even with the
simplest round-robin algorithms [7], the CICQ switch still has
better delay performance than the IQ switch; however, due to
the limited space, will only show the results with the LQF-RR
algorithm.

We evaluate the stability of the DVFS scheme under different
traffic patterns, and also the power-saving performance under
different scenarios. In the simulations, we make the switch size
N = 32 and the crosspoint buffer size B = 1, if not explicitly
mentioned. The measurement and adjustment period is w =
1000 time slots and the weight factor is β = 0.15.

In the first simulation, we evaluate the delay performance
of CICQ switches using constant safety margin DVFS, and
compare the performance to that of an IQ switch with the
same DVFS scheme. We set the constant safety factor s = 0.8.
According to the constraints, we set the minimum threshold
λmin = 0.25, to make sure that αi,j(k) ≤ 3, and the maximum
threshold λmax = 0.8, to make sure that αi,j(k) ≥ 1. The
simulation results are shown in Fig. 2. As we can see, the
CICQ switch, which uses the buffered crossbar, has better delay
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Fig. 4. Delay of the CICQ switch using
dynamic factor DVFS

performance than the crossbar-based IQ switch in both cases
with and without DVFS. Fig. 3 shows the normalized average
port power consumption of the CICQ switch. Since each CPB
will be written once and read once, which all consume power,
the maximum average port power consumption, which is a sum
of the input power and the output power, is normalized to 2
instead of 1. The power consumption of the IQ switch is not
shown because it uses a different model and is not directly
comparable. As the figure shows, when DVFS is not used, the
power consumption is proportional to the traffic rate; however,
when DVFS is used, the reduction in power consumption is
obvious when the traffic load is lower than 0.8, which is the
maximum threshold. When the traffic load is higher than 0.8,
the switch uses the maximum transmission rate to guarantee
the best delay performance, thus, no power is saved.

As we have described, when using the constant safety
margin, the delay between λmin and λmax is decreasing as the
load increases, which is not necessary and also not power
efficient. We proposed dynamic safety margin to adjust the
expansion factor, according to the traffic load, to save more
power. For the dynamic safety margin scheme, we set the initial
safety factor g = 0.8. The minimum threshold is the same as
in the constant case λmin = 0.25, but the maximum threshold
is λmax = 0.95. Note that λmax is higher than the constant
case without affecting λmin. The delay performance of constant
safety margin and dynamic safety margin DVFS is shown in
Fig. 4. When the load is between λmin and λmax, the delay
performance of the dynamic scheme is almost stable at the
same level, which is reasonable in reality. As shown in Fig. 5,
the power consumption of the dynamic scheme is much lower
than the constant scheme, especially when the load is high.

One drawback of the IQ-based DVFS scheme is that the
adjustment of the voltage/frequency for individual crosspoint
is complex. Thus, most of the practical schemes adopt the
chip-level single voltage adjustment [12], which covers all the
crosspoints. As a result, in the case that only a few ports
are heavily loaded, they will affect the rate adjustment of
other lightly loaded ports. In this simulation, we compare
the power consumption of the chip-level and the port-level
DVFS in CICQ switches. We always feed one of the ports
with load 75%, and let the offered loads to other ports vary
from 0∼99%. The simulation results are shown in Fig. 6. As
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Fig. 8. Delay of the CICQ switch under hotspot traffic

we can see, with the chip-level DVFS, all the underloaded
crosspoints have to run at the same rate as the heavily loaded
crosspoints, thus, the power consumption is still large, which
wasted a lot of unnecessary power. However, when the port-
level DVFS is used, the ports can have a finer-grain control
of voltages and rates of crosspoints individually, according to
their estimated loads. At the same time, the CPB can work in
two different clock domains when writing and reading packets.
As a result, the power consumption is greatly controlled, and
the effectiveness is obvious.

In the above simulations, we only use the uniform traffic
distribution, which is ideal. In the next simulations, we use
two widely used nonuniform traffic, diagonal and hotspot [19]
to evaluate the stability and performance of the dynamic DVFS
scheme.

Fig. 7 shows the delay performance of the CICQ switch
with and without the dynamic DVFS under diagonal traffic.
Similar to the uniform traffic case, the delay increase as the
traffic load increases. When the load is between 0.2 and 0.95,
the delay is well controlled by the dynamic safety margin.
When the load is higher than 0.95, the DVFS is not used. In
this simulation, we also evaluate the delay performance using
different CPB sizes. As the results show, the delay performance
can be improved when larger CPB sizes are used. Fig. 8 shows
the case under hotspot traffic. We still have the similar results
as in the diagonal case. The dynamic DVFS scheme still has
good control of the delay performance, and the switch is stable
under all offered loads. When we increase the CPB size, the
delay can be improved, but not so obvious as in the previous
case. The power consumption in these two cases is very close
to the uniform case, thus, we will not list the results here due
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Fig. 7. Delay of the CICQ switch under
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to the limited space.
VI. CONCLUSION

In this paper, we proposed the dynamic voltage and fre-
quency scaling (DVFS) scheme for the combined input-
crosspoint queued (CICQ) packet switch, which uses the
buffered crossbar as its switch fabric, to reduce the dynamic
power consumption, when the traffic load is low. This reduction
in power consumption is at the cost of the increased delay.
As far as we know, this is the first work to apply DVFS
in the buffered crossbar. The advantages of using buffered
crossbar are as follows: First, it has better delay performance
than crossbars, and its delay performance can be improved by
using larger crosspoint buffers (CPBs). Second, the scheduling
can be distributed. Finally, each port can independently adjust
their own voltage and rate without incurring high computing
complexity.

The proposed DVFS scheme does not need to know the
traffic matrix in advance; instead, it estimates the traffic rate
periodically. The port-level DVFS is used to simplify the
implementation. Each port adjusts the voltages and working
frequencies of the CPBs connected to it. To make sure that the
throughput of the CICQ switch using DVFS is maximized, the
expansion factor of the voltage and frequency is calculated as
the reciprocal of the estimated traffic rate. To further guarantee
the delay performance and still maintain the power efficiency,
we proposed a dynamic safety margin DVFS scheme, which
uses a dynamic safety factor to control the delay and power
consumption. Finally, we evaluate the delay and power con-
sumption of the CICQ switch with the DVFS scheme. The
results show that the dynamic DVFS scheme can effectively
reduce the power consumption in the buffered crossbar while
still providing satisfactory delay performance. The simulation
results also showed that when the traffic loads are not balanced
among the ports, the buffered crossbar allows the port-level
control to save more power than the chip-level control, which
is usually used in crossbar-based switches. The scheme is also
shown to be stable under different nonuniform traffic loads.
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